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Abstract

How much do different theoretical explanations contribute to structural
transformation and how heterogeneous is their role across countries? The
paper decomposes structural change across the sectors agriculture, manufac-
turing and services in the United States (1947-2010) and India (1980-2011)
into four economic sources. The income effect from improvements in ag-
gregate productivity and factor endowments is the most important driving
force in both countries. Differential productivity growth and changes to fac-
tor market distortions also contribute to structural changes in the United
States, but oppose them in India. The differential capital deepening effect
tends to be relatively weak in both countries. Thus the sources of structural
transformation exhibit substantial heterogeneity across countries at differ-
ent levels of development.
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1 Introduction

Structural transformation across the three broad sectors agriculture, manufactur-

ing and services is one of the central features of economic development. There

are many economic theories of this phenomenon. The most prominent one is that

changes to aggregate productivity and factor endowments increase the productive

capacity and hence income of the economy over time. With non-unitary income

elasticities of demand based on Engel (1857)’s law these supply side developments

cause changes to the sectoral structure like for example in Kongsamut, Rebelo, and

Xie (2001). In contrast Baumol (1967) and Ngai and Pissarides (2007) emphasize

that productivity growth differs across sectors such that the relative scarcity of dif-

ferent goods and hence their relative price changes over time. If preferences feature

a non-unitary elasticity of substitution then this also induces structural change.

A related explanation by Acemoglu and Guerrieri (2008) argues that increases in

the aggregate capital stock given differences in the sectoral capital intensiveness

also affect the relative scarcity of different goods and hence the sectoral composi-

tion. Another theory views mobility barriers and distortions to factor markets as

important determinants of sectoral structure such that changes to these features

explain sectoral reallocation like in Caselli and Coleman (2001) and Hayashi and

Prescott (2008). But how important is each of these theoretical explanations for

the empirically observed structural transformation? And are the driving forces of

structural change relatively uniform or heterogeneous across countries at different

levels of development?

The paper provides evidence on these questions by investigating the sources of

structural change in a case study of two major economies of the world: the United

States during 1947-2010 and India during 1980-2011. These two countries are at a

substantially different stage of economic development and structural transforma-

tion. In the United States at the beginning of this period services are already the

dominant sector and employs more than 50% of total labor. Over time the share

of the service sector then increases further, while the shares of both agriculture

and manufacturing shrink. In contrast in India initially agriculture is still a very

important sector and employs more than 70% of the labor force. Over time the

share of agriculture then declines, while the shares of both manufacturing and ser-

vices increase. Thus a comparison between these two countries provides insights

into how much the sources of structural transformation may vary with the level

of development.

The analysis is based on a simple general equilibrium model which contains an
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agricultural, manufacturing and service sector and the four economic mechanisms

mentioned above. The ultimate sources of structural change emphasized by each

of these economic theories are supply side changes to productivity, factor endow-

ments and the efficiency of factor markets.1 For each country these driving forces

are measured from the data. At the same time the theories also rely on certain

fixed features of the economy related to the preferences underlying the demand

for different goods and some characteristics of technologies. The parameters of

the model corresponding to these features of preferences and technologies are es-

timated from the data for each country. In each country the observed changes

over time to variables like the sectoral shares in total value added, the share of

total capital and labor used in each sector, and sectoral relative prices are then

decomposed into the contribution of the four theoretical mechanisms.

The first finding is that a model including these four economic mechanisms is

indeed rich enough to explain structural transformation in both countries. The

decomposition results can be broadly summarized as follows. Improvements in

aggregate productivity and factor endowments are the most important explana-

tion for the observed changes to sectoral structure in both countries, but they

play a much more important role in India. In the United States differential pro-

ductivity growth also contributes significantly to structural change and to a lesser

extend the same applies to changes to distortions. In contrast in India differen-

tial productivity growth constitutes an important opposing force that slows down

the observed structural transformation except for the manufacturing sector, and

changes to distortions tend to be an opposing force as well. The differential effect

of capital deepening is relatively weak in both countries. Thus there is substantial

heterogeneity in the sources of structural transformation across countries.

As a quantitative illustration of these findings consider for example the share of

total labor employed in the service sector, which increases by about 25 percentage

points in the United States during 1947-2010 and 12 percentage points in India

during 1980-2011. In the United States the decomposition attributes about 64%

of this increase to changes in aggregate productivity and factor endowments, 29%

to differential productivity growth, 9% to changes to distortions and −2% to the

differential effect of capital deepening. In contrast in India these contributions

1The literature often categorizes the different mechanisms into “demand” and “supply” side
mechanisms or refers to them as emphasizing “income” versus “relative price” effects. I also
frequently use such terminology throughout the paper. However the ultimate sources of struc-
tural change in this literature are always supply side changes to productivity, endowments and
distortions, which may then either only affect income or relative prices or both. How the supply
side change affects sectoral structure also always depends on the characteristics of demand and
hence preferences. Thus this terminology is somewhat misleading.
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are 186% for changes to aggregate productivity and factor endowments, −70% for

differential productivity growth, −8% for changes to distortions and −8% for the

differential effects of capital deepening. The exact contributions of course vary

somewhat across the considered variables (shares in total value added, labor or

capital input) and sectors.

In the United States differential productivity growth is the most important

driver of changes to sectoral relative prices. But changes to distortions and dif-

ferential capital deepening also contribute, and the latter is an opposing force

for the price of services relative to manufacturing. In India differential produc-

tivity growth contributes substantively to the small change in the relative price

of services, while changes to distortions constitute an opposing force of similar

magnitude such that these two effects almost cancel. For the price of agriculture

relative to manufacturing this pattern is reversed with differential productivity

growth being an opposing force and changes to distortions being the main driver.

The paper is related to a large literature on structural transformation, cf. Her-

rendorf, Rogerson, and Valentinyi (2014) for a survey of prior theoretical and

empirical work. Primarily the paper relates to a strand of prior work that aims

at quantifying the role of different theoretical sources of structural transforma-

tion. Herrendorf, Rogerson, and Valentinyi (2013) investigate how changes to the

sectoral composition of consumption demand are driven by income and price ef-

fects. Dennis and Iscan (2009) analyse causes for the shift of employment from the

agricultural to the whole non-agricultural sector over the last two centuries. Her-

rendorf, Herrington, and Valentinyi (2015) assess the role of different technological

features for labor reallocation across agriculture, manufacturing and services. All

these papers focus exclusively on the United States. Swiecki (2017) analyses struc-

tural change in a larger sample of countries, but in a model with labor as the only

input and no role for capital in production.

The most important contribution of this paper is to investigate the sources

of structural change in multiple countries using the canonical model setup with

both labor and capital as factors of production. This provides evidence on how

much the driving forces of structural change in a developed country like the United

States differs from the experience of a developing country like India. Including

capital is necessary to ensure that the model is consistent with the main theo-

ries of structural change such that one can empirically investigate all the four

economic mechanisms. A related important benefit is that the paper can also

empirically investigate the sources of the observed reallocation of capital across

sectors during the structural transformation, which has so far been neglected by
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this literature. Another contribution is to employ a simple path-independent de-

composition method for the analysis, which may be a useful tool in a large number

of other applications as well.

The paper is structured as follows. The setup of the model and the decom-

position method are described in section 2. Section 3 presents the data, and how

model parameters are estimated and the driving forces are measured from the

data. The results on how well the model explains the empirically observed struc-

tural changes and how much it attributes to the different theoretical mechanisms

are contained in section 4. Section 5 concludes.

2 Theoretical Framework

This section presents a simple general equilibrium model, which nests the four

different theoretical mechanisms of structural transformation. It also explains

how the model is used to decompose structural change into the contribution of

each of these different explanations.

2.1 Model

There are three sectors: agriculture, manufacturing and services, which are in-

dexed by i = a,m, s, respectively. Time is discrete and indexed by t. All variables

and parameters are country-specific, but a country index is omitted for conve-

nience.

Each sector produces with a constant returns to scale Cobb-Douglas production

function using capital and labor as inputs. The output of goods Yit in sector i and

period t is then given by

Yit = AitK
αi

it L
1−αi

it , i = a,m, s (1)

where Kit is the capital and Lit the labor input. Ait refers to total factor produc-

tivity, which is exogenously given. The output elasticity of capital is given by the

parameter αi and the output elasticity of labor by 1− αi.

There is a representative firm in each sector which acts as a price-taker on

the output, capital and labor market. The price of a unit of the output good of

each sector is pit. The rental rates of physical capital rit and wage rates wit may

differ between sectors due to exogenously given frictions and imperfections of the

capital and labor market. Profit maximization then yields the standard marginal
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product equations rit = pit
∂Yit

∂Kit

and wit = pit
∂Yit

∂Lit

. But due to the presence of the

factor market distortions the factor allocation across sectors is characterized by

dKit pit
∂Yit

∂Kit

= pmt

∂Ymt

∂Kmt

, i = a, s (2)

dLit pit
∂Yit

∂Lit

= pmt

∂Ymt

∂Lmt

, i = a, s (3)

where dKit and dLit denote the capital and labor wedge between agriculture or ser-

vices (i = a, s) and the manufacturing sector (m). If dKit (dLit) is larger than 1 then

the marginal value product of capital (labor) is higher in manufacturing than

in sector i = a, s, and vice versa. An efficient factor allocation would require the

equalization of marginal value products (or equivalently of rental rates and wages)

across all sectors (dKit = dLit = 1).2

Market clearing on the capital and labor market requires that

Kat +Kmt +Kst = Kt (4)

Lat + Lmt + Lst = Lt (5)

where Kt and Lt denote the total endowment of capital and labor of the economy,

which are exogenously given in each period.

The demand for the output of the different sectors is derived from a population

of Nt identical representative households. Following Herrendorf, Rogerson, and

Valentinyi (2013) households are assumed to maximize the utility function

U(Cat, Cmt, Cst) =
[
η

1

ε

a (Cat − γa)
ε−1

ε + η
1

ε

m(Cmt − γm)
ε−1

ε + η
1

ε

s (Cst − γs)
ε−1

ε

] ε

ε−1

,

(6)

which also nests the standard specifications used by the theoretical literature. The

budget constraint of a household reads as

patCat + pmtCmt + pstCst =
Yt

Nt

(7)

where Cit denotes the per capita consumption of goods of sector i. Yt

Nt
denotes

per capita income in period t. Households own the total endowment of capital

Kt and labor Lt and exogenously supply it to firms. Yt is the total compensation

2There is a long history of thought in development economics on the presence of factor market
distortions in particular between the agricultural and the whole non-agricultural sector of the
economy. Temple (2005) provides a survey of this dual economy literature. Empirical evidence
on the presence of such distortions between sectors is presented by Gollin, Lagakos, and Waugh
(2014), Vollrath (2009) and Temple and Wößmann (2006), among others.
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of capital and labor in the economy, or equivalently the total value of produced

output
∑

i pitYit. The share parameters ηi > 0 in the utility function sum to

one. The parameters γi may be positive, negative or zero. Non-zero values of

the parameters γi make the preferences non-homothetic and generate non-unitary

income elasticities of demand. If all γi are zero then ε > 0 represents the elasticity

of substitution between different goods.

Market-clearing on the output markets requires that for each sector i

NtCit = Yit (8)

which assumes that total demand derives from consumption and abstracts from

separately modelling the sectoral demand due to investment and government

spending and assumes a closed economy. Thus total demand is modelled in a

somewhat reduced form way here. However the estimation shows that such a

specification is still able to fit the data very well. In other words for the changes

to sectoral relative prices and aggregate income observed in the data the specifica-

tion is able to reproduce the observed changes to the sectoral structure of demand.

In principle such a good predictive performance is sufficient for the analysis carried

out in this paper.3

The economy consists of a sequence of static equilibria. The static equilibrium

of each period is given by a set of quantities (Yit, Kit, Lit, Cit) and prices (pit, wit,

rit) for all sectors i such that firms maximize profits, households maximize utility

and the output, labor and capital markets clear. The exogenous driving forces are

sectoral levels of total factor productivity (Aat, Amt, Ast), total endowments of

capital Kt and labor Lt, total population Nt, capital market distortions (dKat, d
K
st)

and labor market distortions (dLat, d
L
st). This amounts to a total of 10 exogenous

time-varying driving forces of the model. The elasticity parameters of the different

sectors (αa, αm, αs) and preference parameters (ηa, ηm, ηs, γa, γm, γs, ε) are

held constant over time. Specifying a static model is useful for conducting the

decomposition analysis of this paper because it allows to directly feed empirically

observed and counterfactual driving forces into the model.

3The theoretical literature typically also relies on stylized assumptions on the demand struc-
ture. Many theoretical papers assume that investment only consists of manufacturing goods, cf.
Herrendorf, Rogerson, and Valentinyi (2014) for a critical discussion. Furthermore, it is quite
standard to completely abstract from government expenditures and to assume a closed econ-
omy. However there is a small recent literature that analyses the role of international trade for
structural change, cf. Swiecki (2017) and the references in Herrendorf, Rogerson, and Valentinyi
(2014). A better understanding of the changes to the sectoral structure of consumption, invest-
ment, government spending and net exports that underly the observed structural transformation
in sectoral total demand is an interesting topic for future research.
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The quantitative analysis proceeds in several steps. First the model param-

eters are estimated and the exogenous driving forces of the model are measured

empirically. Details on this step are presented in section 3. The predictions of

the parameterized model on the endogenous variables are then compared to the

empirically observed process of structural transformation. After confirming that

the model does a reasonably good job in explaining the data, the model is used

for a decomposition of structural change into the contribution of the different

driving forces. The following subsection explains the decomposition method and

how the different driving forces are grouped to represent the different theoretical

mechanisms emphasized in the literature.

2.2 Decomposition Approach

This section explains how changes to the endogenous variables occurring between

1947 and 2010 in the United States and between 1980 and 2011 in India are

decomposed into the contribution of the four different theoretical mechanisms. For

this purpose I first develop a path-independent decomposition method and then

explain more specifically how the decomposition isolates the different theoretical

mechanisms.

2.2.1 A Path-Independent Decomposition Method

This section presents the general idea of the decomposition approach. For simplic-

ity I refer to the first and the final year of the period over which the decomposition

is carried out for each country as period 1 and 2. I also group the exogenous

driving forces of the model into the ones related to sectoral levels of total factor

productivity At = (Aat, Amt, Ast), factor market distortions Dt = (dKat, d
K
st , d

L
at, d

L
st),

and factor endowments Et = (Kt, Lt, Nt). The vector of endogenous variables in

each period t is determined by a function F of the exogenous variables At, Dt

and Et, where F is given by the model of the previous subsection. Accordingly,

the endogenous variables in period 1 are given by F (A1, D1, E1) and in period 2

by F (A2, D2, E2). The change of the endogenous variables between the two time

periods is then denoted by ∆ = F (A2, D2, E2)− F (A1, D1, E1). The general aim

is to decompose this change into the contribution of the four different theoretical

mechanisms, which in turn each emphasize different changes to the driving forces

and partly rely on specific parameter constellations.

However in order to explain the idea of the decomposition method I first only

decompose ∆ into the contribution of the changes in At, Dt and Et occurring
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between period 1 and 2. Denote these contributions by ∆A, ∆D and ∆E , respec-

tively. In such a nonlinear setting decompositions are riddled with problems. For

example just using simple and intuitive comparisons like “what would have been

the change to the outcome variables if only At had changed” or “what would have

been the change to the outcome variables if only At had not changed” is plagued

by path dependencies related to the order in which the different explanations are

entered in the decomposition. In order to overcome these problems the paper

applies the following simple idea.

As illustrated by the cuboid in figure 1 there are six different direct paths from

(A1, D1, E1) to (A2, D2, E2) involving three steps where in each step one of the

variables At, Dt and Et is switched from its period 1 to its period 2 level. In each

of the three steps along such a path one can evaluate the change to the endogenous

variables resulting from the respective change in either At, Dt or Et from their

period 1 to period 2 level conditional on the respective fixed values of the other

driving forces. Denote these changes to the endogenous variables by δA(Dd, Ee) =

F (A2, Dd, Ee) − F (A1, Dd, Ee), δD(Aa, Ee) = F (Aa, D2, Ee) − F (Aa, D1, Ee) and

δE(Aa, Dd) = F (Aa, Dd, E2) − F (Aa, Dd, E1). As an example consider the path

with a first step from (A1, D1, E1) to (A2, D1, E1), then from (A2, D1, E1) to

(A2, D2, E1) and in the final step from (A2, D2, E1) to (A2, D2, E2). For this

path one then obtains δA(D1, E1) = F (A2, D1, E1)− F (A1, D1, E1), δD(A2, E1) =

F (A2, D2, E1) − F (A2, D1, E1) and δE(A2, D2) = F (A2, D2, E2) − F (A2, D2, E1).

One can easily verify that for each of these paths the contributions of At, Dt or Et

sum to the overall change in the endogenous variables ∆, i.e. δA(.)+δD(.)+δE(.) =

∆. But of course the magnitude of δA, δD and δE and hence the contribution of

At, Dt or Et depends for a general model F on which of these six paths is chosen.

The idea how to achieve path-independency is then simply to take the average

over the values of δA, δD and δE occurring for each of these six possible paths to

evaluate the overall contribution of the changes to At, Dt and Et over time, i.e.

∆A, ∆D and ∆E , respectively. These simple averages over all paths turn out to

be weighted averages of the simple comparisons given by

∆A =
1

6
[2δA(D1, E1) + δA(D2, E1) + δA(D1, E2) + 2δA(D2, E2)] (9)

∆D =
1

6
[2δD(A1, E1) + δD(A2, E1) + δD(A1, E2) + 2δD(A2, E2)] (10)

∆E =
1

6
[2δE(A1, D1) + δE(A2, D1) + δE(A1, D2) + 2δE(A2, D2)] (11)

which of course also satisfy ∆A + ∆D + ∆E = ∆. Note that the intuitive com-
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Figure 1: Illustration of Decomposition Paths

A

E

D

A1 A2

D1

D2

E1

E2

(A1, D1, E1)

(A2, D2, E2)

parisons of “what would have been the change to the outcome variables if only At

had changed” (δA(D1, E1)) and “what would have been the change to the outcome

variables if only At had not changed” (δA(D2, E2)) receive a higher weight here.

The reason is that these comparisons are in fact each located on two out of the

six possible paths.

This decomposition method follows a similar idea to what Shorrocks (2013)

calls a Shapley decomposition. The difference is that Shorrocks considers a set-

ting where an outcome variable depends on whether some explanatory factors are

present or absent, while here I consider how a change to an outcome variable

depends on the changes to some explanatory factors. The presented decomposi-

tion method and its properties readily generalize to a general number of n driving

forces because one always just has to form an average over all n! possible paths.

This path-independent decomposition method can in principle be used in many

area of economics to decompose some difference in outcomes across time periods,

individuals or groups into the contributions of the underlying differences in the

driving forces.

2.2.2 Isolating the Different Theoretical Explanations

While the previous subsection introduced the general principles of the decompo-

sition method, this subsection explains how in this specific application one needs
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to further decompose ∆A and ∆E to align the overall decomposition with the four

theoretical mechanisms. First I further decompose ∆A into the effect of a com-

mon component of productivity growth and the effect of differential productivity

growth across sectors, or in other words into an income and relative price effect.

Denote these two components by ∆g̃
A and ∆gi

A , respectively. For this purpose de-

fine the vector of counterfactual productivity levels in period 2 for a common

productivity growth rate as Ã2 = (Ãa,2, Ãm,2, Ãs,2) where Ãi,2 = Ai,1 × (1 + g̃).

Here g̃ represents a hypothetical common growth rate of productivity and is de-

fined such that real total income in period 2 evaluated at the hypothetical vector

(Ã2, D2, E2) is the same as for the actual vector (A2, D2, E2). In other words g̃

is chosen such that it captures all of the real income change occurring between

period 1 and 2, and the remaining shift from Ã2 to A2 then represents the pure

relative price effect coming from differential productivity growth. Then define

the simple comparisons for the change from A1 to the hypothetical level Ã2 as

δg̃A(Dd, Ee) = F (Ã2, Dd, Ee)−F (A1, Dd, Ee) and from Ã2 to the actual level A2 as

δgiA (Dd, Ee) = F (A2, Dd, Ee)− F (Ã2, Dd, Ee). The elements of the decomposition

of ∆A are then computed as

∆g̃
A =

1

6

[
2δg̃A(D1, E1) + δg̃A(D2, E1) + δg̃A(D1, E2) + 2δg̃A(D2, E2)

]
(12)

∆gi
A =

1

6
[2δgiA (D1, E1) + δgiA (D2, E1) + δgiA (D1, E2) + 2δgiA (D2, E2)] (13)

which implies ∆A = ∆g̃
A +∆gi

A .

The next step is to decompose the effect of changing factor endowments ∆E into

a component for a hypothetical common capital intensiveness and the remaining

part with differing capital intensiveness across sectors. This again relates to the

difference between the income and relative price effect of changing factor endow-

ments. The two components are denoted by ∆α̃
E and ∆αi

E , respectively. Then de-

termine a hypothetical common elasticity parameter α̃ such that real total income

in period 2 with hypothetical parameters αi = α̃ in all sectors is the same as in a

situation with the actual parameters αi. In a hypothetical situation with αi = α̃

changes to Et only involve an income effect, but no relative price effects. Then

define the simple comparisons for a change from E1 to E2 for the hypothetical sit-

uation with αi = α̃ as δα̃E(Aa, Dd) = F (Aa, Dd, E2;αi = α̃)−F (Aa, Dd, E1;αi = α̃)

and for the part netting out this effect as δαi

E (Aa, Dd) = [F (Aa, Dd, E1;αi =

α̃) − F (Aa, Dd, E1)] + [F (Aa, Dd, E2) − F (Aa, Dd, E2;αi = α̃)]. The elements of
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the decomposition of ∆E are then computed as

∆α̃
E =

1

6

[
2δα̃E(A1, D1) + δα̃E(A2, D1) + δα̃E(A1, D2) + 2δα̃E(A2, D2)

]
(14)

∆αi

E =
1

6
[2δαi

E (A1, D1) + δαi

E (A2, D1) + δαi

E (A1, D2) + 2δαi

E (A2, D2)] . (15)

such that again ∆E = ∆α̃
E +∆αi

E holds.

2.2.3 Final Decomposition

Putting all these steps together the overall decomposition of ∆ into the contribu-

tion of the four theoretical mechanisms conducted in this paper is given by

∆ = ∆g̃
A +∆α̃

E +∆gi
A +∆αi

E +∆D (16)

where (∆g̃
A + ∆α̃

E) captures the effects from advances in aggregate productivity

and factor endowments (the “income effect”) emphasized by Kongsamut, Rebelo,

and Xie (2001). ∆gi
A represents the effect of sectoral differences in productivity

growth rates proposed by Baumol (1967) and Ngai and Pissarides (2007). ∆αi

E

accounts for the differential effects of capital deepening due to differences in capital

intensiveness across sectors as studied by Acemoglu and Guerrieri (2008). Finally,

∆D captures the impact of changes to factor market distortions emphasized for

example by Caselli and Coleman (2001) and Hayashi and Prescott (2008).

3 Data and Measurement

This section describes the data sources, estimation of model parameters and mea-

surement of the exogenous driving forces of structural change.

3.1 Data

The data on sectoral structure comes from the World KLEMS project, which pro-

vides industry level data for the United States (1947-2010) and India (1980-2011).4

I aggregate the original industry level data for each country to the three broad

sectors agriculture, manufacturing and services. Following Herrendorf, Rogerson,

4The specific used data is the April 2013 release for the United States supplemented by
information on capital stocks from the EUKLEMS November 2009 release, and the December
2016 release for India. The data or links to the data are available at: http://www.worldklems.net
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and Valentinyi (2014) the agricultural sector consists of agriculture, forestry, hunt-

ing and fishing, the manufacturing sector represents the manufacturing, mining

and construction industries, and the service sector consists of all other industries.

The final data set then contains for each sector and year information on nominal

and real value added, the labor and capital input, price indices and labor compen-

sation. In both countries the labor and capital input account for quality changes

over time. In addition to quality changes the labor input in the United States

also accounts for hours worked, while in India it accounts only for the number

of workers. Data on total population for each country is obtained from the Penn

World Tables (version 9.0).

3.2 Parameter Estimation

The technology parameters αi are set equal to one minus the average labor income

share in each sector. The resulting numbers for the two countries are reported in

table 1. In the United States manufacturing is the least capital intensive sector

with an output elasticity of capital of about 0.3. Agriculture and services are

similar in their capital intensiveness with output elasticities of capital of 0.43 and

0.42, respectively. In India production in agriculture is the least capital intensive

with a value of αa of 0.45, while manufacturing and services have output elasticities

of capital of 0.51 and 0.5.

Table 1: Parameters

Technologies Preferences

Country αa αm αs ηa ηm ηs γa γs ε

United States 0.43 0.30 0.42 0.02 0.18 0.80 0.79 -17.08 0.51
India 0.45 0.51 0.50 0.05 0.26 0.68 6.31 -3.96 0.00

The estimation of preference parameters in each country proceeds similarly to

Herrendorf, Rogerson, and Valentinyi (2013). The demand functions for each good

i are expressed in budget share form as a function of nominal per capita income

Yt/Nt and prices pit, which read as

pitCit

Yt/Nt

=
pitγi
Yt/Nt

+
ηip

1−ε
it∑

j ηjp
1−ε
jt

(
1−

∑
j pjtγj

Yt/Nt

)
. (17)

The resulting equations are treated as a system of nonlinear seemingly unrelated

regressions and estimated by a simple nonlinear least squares procedure. The
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observed price indices for each sector are normalized such that the initial price is

100 and the parameter γm is restricted to be equal to zero. The resulting point

estimates of the parameters for each country are reported in table 1. Note that in

both countries γa is positive and γs is negative.
5

3.3 Measurement of Driving Forces

The growth rates git of sectoral productivity Ait are measured by a growth ac-

counting exercise consistent with the assumed production functions. Here the

observed growth in the capital and labor input weighted by their respective factor

income shares are subtracted from the observed growth rate of real value added

given by

git = log
V real
i,t

V real
i,t−1

− αi log
Ki,t

Ki,t−1

− (1− αi) log
Li,t

Li,t−1

.

Note that real value added (denoted by V real
it ) corresponds to value added eval-

uated at the constant prices of some base year pib, i.e. V real
it = pibYit. Thus the

growth rate of real value added corresponds to the growth rate of the quantity

Yit in the model. The resulting productivity growth rates git are both sector and

period specific. Table 2 reports as a summary statistic the average annual growth

rate of productivity for each sector and country. One observes that in the United

States during 1947-2010 productivity growth was fastest in agriculture and slow-

est in services. In contrast in India measured productivity growth is highest in

services and lowest in manufacturing. In the United States this pattern of sectoral

productivity growth rates and the observed structural transformation is qualita-

tively consistent with the theoretical mechanism of Baumol (1967) and Ngai and

Pissarides (2007). However this is not the case in India. Here only the pattern

between agriculture and manufacturing is consistent with the observed realloca-

tion from agriculture to manufacturing according to the theory, but the pattern

between agriculture and services is not.

The initial level of sectoral productivity Ai1 is normalized such that the initial

price of each sector is approximately equal to 100. This is done by setting

Ai1 =
1

100

Vi1

Kαi

i1 L
1−αi

i1

where all variables on the left-hand side refer to variables observed in the data

5The standard errors of the estimated coefficients are not reported here, but are generally
small such that these coefficients are also statistically significantly different from zero.
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and Vi1 refers to nominal value added in the first period. This ensures that prices

in the model are consistent with the normalization of prices used in the demand

estimation. Sectoral productivity Ait in each period is then constructed as Ait =

Ai,1 × exp(
∑t

τ=2
giτ ).

Table 2: Summary Information on Driving Forces

Average Growth Rates (%) Change from first to final year

Country Aa Am As
K
N

L
N

dLa1 → dLaT dLs1 → dLsT dKa1 → dKaT dKs1 → dKsT

U.S. 2.6 1.0 0.3 2.7 0.2 2.2 → 2.5 1.3 → 1.3 1.6 → 1.3 3.1 → 1.3
India 0.7 -0.6 1.7 5.5 0.3 3.9 → 2.5 0.9 → 0.5 1.0 → 0.5 1.7 → 0.9

The aggregate endowments of capital Kt and labor Lt are measured by the

sum of these variables across sectors in each period in the data. The number of

households Nt is determined by the observed total population of each country. The

average annual growth rates of capital per person and labor per person are also

reported in table 2. One observes that both variables are growing over time, but

capital grows faster than labor in both countries. Thus there is capital deepening

because capital becomes relatively more abundant over time.

It is also the case that these observations on the growth of productivity and

endowments show that total income is increasing over time in both countries

(notwithstanding the fact that productivity growth in manufacturing in India is

negative). Thus together with the estimated preference parameters this indicates

that income effects play a role in the two countries during the observed time

periods as emphasized by Kongsamut, Rebelo, and Xie (2001).

For the assumed Cobb-Douglas production functions one can measure the dis-

tortion terms dLit and dKit for i = a, s in each period t as

dKit =
αm

Vmt

Kmt

αi
Vit

Kit

dLit =
(1− αm)

Vmt

Lmt

(1− αi)
Vit

Lit

where Vit refers to nominal value added. Table 2 reports as a summary statistic

how these distortions change between the first and last period observed for each

country. In the United States there is a consistent pattern of distortions against

manufacturing, which means that the marginal product of labor and capital is

higher in manufacturing than in agriculture and services. Over time the capital
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wedges fall, but the labor wedges remain roughly constant or even increase a bit.

The pattern for India is more nuanced. Here factor markets are initially either

undistorted or also distorted against manufacturing. Over time the labor wedge

between agriculture and manufacturing and the capital wedge between services

and manufacturing which are both initially distorted against manufacturing move

closer to the no distortion case. In contrast the labor allocation between services

and manufacturing and the capital allocation between agriculture and manufac-

turing which are initially close to being undistorted become distorted in favor

of manufacturing such that the marginal product in the respective other sector

becomes larger than in manufacturing.

4 Results

This section first examines how well the model fits the observed structural transfor-

mation in the United States and India. Afterwards the model is used to decompose

structural transformation into the contribution of the four theoretical mechanisms.

4.1 Explaining Structural Transformation

Figures 2 and 3 compare model predictions on sectoral value added shares, sectoral

shares of the total labor and capital input and sectoral relative prices to the data

for the United States (1947-2010) and India (1980-2011), respectively. It turns

out that the parameterized model fits the data very well. This shows that models

with the four theoretical mechanisms are in principle rich enough to explain the

observed structural transformation. This is not the case for more parsimonious

models with only the income and differential productivity effect as shown by Buera

and Kabowski (2009).

The graphs also show that the approach used to measure the driving forces and

estimate model parameters is successful in fitting the model to the data. This is a

result of the way how the demand estimation, the measurement of distortions and

the measurement of productivity interact with each other. Given correct prices

and income levels the demand estimation ensures that consumers demand approx-

imately the correct budget shares, which due to the market-clearing condition for

goods ensures that sectoral value added shares and levels will also be correct. But

given approximately correct value added levels the measurement of distortions

forces the level of labor and capital input in each sector to also roughly be correct.

Finally, given that value added and input levels are about right the measurement
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Figure 2: United States (1947-2010)
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of productivity ensures that prices and nominal income levels are approximately

correct. Thus all endogenous variables in the model are simultaneously forced to

be close to the data.

One also observes notably different empirical patterns of structural change

across countries which reflect that they are at different stages of economic devel-

opment. In India initially most of the labor force is still employed in agriculture

though agriculture is no longer the largest sector in total value added. In ad-

vanced countries the manufacturing sector exhibits a hump-shaped pattern over

the course of structural transformation, cf. Herrendorf, Rogerson, and Valentinyi

(2014). But India is still in the ascending part of the manufacturing hump such

that the shares of both manufacturing and services increase over time, while the

share of agriculture declines. In addition to labor reallocation there is also a sub-

stantive reallocation of capital at least between agriculture and manufacturing. In
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Figure 3: India (1980-2011)
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contrast at the beginning of the observation period in the United States the service

sector is already the largest sector. The U.S. manufacturing sector is past its peak

such that over time the share of both agriculture and manufacturing decline, while

the share of services increases. Sectoral shares of capital are more stable than in

India. There are also marked differences across countries in how relative prices

change over time. In the United States the relative price of agriculture declines

and the one of services decreases (both relative to the manufacturing sector). In

contrast, in India the relative price of agriculture increases over time, while the

relative price of services almost stays constant or declines weakly.
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4.2 Decomposition

Table 3 presents the decomposition results for the United States (1947-2010) and

India (1980-2011). For several key variables the table reports the change over the

whole time period ∆ observed in the data and in the model, and the absolute

and relative contribution of the four theoretical mechanisms to this change. The

variables are sectoral value added shares yi, labor input shares ℓi and capital input

shares κi (all measured in percent) for each sector i, and price ratios of agriculture

and services relative to manufacturing pa
pm

and ps
pm

.

In the United States during the time period of 1947 to 2010 the income effect

contributes the most to the observed structural changes in sectoral shares of value

added, labor and capital. The relative contribution of the income effect (∆g̃
A+∆α̃

E)

is usually between about 50− 70%. Differential productivity growth and changes

to distortions also play a role. With the former having a relative contribution

of about 20 − 40% (∆gi
A) and the latter about 10% (∆D). The effect of capital

deepening given differential capital intensiveness (∆αi

E ) is relatively weak.

Differential productivity growth is the main driver of relative price changes over

time in the United States, with a relative contribution of around 80%. About 16%

of the change to the agricultural relative price is explained by capital deepening

given differential capital intensiveness and only 5% by changes to distortions. In

contrast changes to distortions explain 55% of the change in the relative price

of services, while the differential capital deepening effect constitutes an opposing

effect of about 33%. Naturally, advances in aggregate productivity and factor

endowments do not affect relative prices much. The effect is not completely zero

here because the effect of sectoral differences in αi has only been eliminated for

changes to factor endowments and not for changes to aggregate productivity.

In India during 1980 to 2011 the income effect is also by and large the dominant

force behind the changes to sectoral shares of value added, labor and capital.

However for most variables its relative contribution exceeds 100%. Differential

productivity growth only contributes substantially to the structural changes for

the manufacturing sector, while it constitutes a significant opposing force for the

changes to services and a weak opposing force for the movements out of agriculture.

Again the differential effects associated with capital deepening tend to be weak

for the changes to quantities. The effects of changes to distortions are somewhat

heterogeneous and for some variables contribute to and for others oppose the

observed changes.

The increase in the agricultural relative price in India is mainly driven by the
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Table 3: Decomposition Results

United States (1947-2010)

∆ Absolute Contribution Relative Contribution (in %)

Var. Data Model ∆g̃
A +∆α̃

E ∆gi
A ∆αi

E ∆D ∆g̃
A +∆α̃

E ∆gi
A ∆αi

E ∆D

ya(%) -8.5 -7.2 -3.6 -2.9 0.1 -0.8 50 40 -1 11

ym(%) -14.3 -16.2 -11.9 -2.9 0.9 -2.3 74 18 -6 14

ys(%) 22.9 23.3 15.5 5.8 -1.0 3.1 66 25 -4 13

ℓa(%) -13.3 -11.2 -6.2 -4.9 0.4 -0.5 56 44 -4 5

ℓm(%) -11.6 -13.4 -9.6 -2.2 0.1 -1.8 72 16 -1 13

ℓs(%) 24.9 24.6 15.8 7.1 -0.6 2.3 64 29 -2 9

κa(%) -6.0 -5.2 -3.5 -2.7 -0.1 1.2 68 52 3 -23

κm(%) 0.3 0.2 -7.9 -1.7 1.5 8.3 -3585 -766 681 3770

κs(%) 5.7 5.0 11.4 4.4 -1.4 -9.5 229 88 -27 -190

pa

pm

-0.71 -0.71 0.01 -0.57 -0.11 -0.03 -1 80 16 5
ps

pm

0.75 0.75 0.01 0.58 -0.25 0.41 1 77 -33 55

India (1980-2011)

∆ Absolute Contribution Relative Contribution (in %)

Var. Data Model ∆g̃
A +∆α̃

E ∆gi
A ∆αi

E ∆D ∆g̃
A +∆α̃

E ∆gi
A ∆αi

E ∆D

ya(%) -18.2 -18.8 -23.5 1.7 -0.4 3.4 125 -9 2 -18

ym(%) 2.8 2.3 2.5 11.1 -0.0 -11.3 108 491 -1 -498

ys(%) 15.4 16.5 21.0 -12.8 0.4 7.9 127 -77 3 48

ℓa(%) -24.9 -25.5 -30.6 1.1 1.6 2.4 120 -4 -6 -10

ℓm(%) 14.0 13.8 8.8 7.1 -0.6 -1.5 64 51 -4 -11

ℓs(%) 10.9 11.7 21.8 -8.2 -1.0 -0.9 186 -70 -8 -8

κa(%) -16.1 -16.7 -17.7 1.6 0.4 -1.0 106 -9 -2 6

κm(%) 13.1 12.5 -0.3 11.8 -0.4 1.3 -2 94 -3 11

κs(%) 3.0 4.2 17.9 -13.4 -0.0 -0.4 431 -321 -0 -9

pa

pm

0.29 0.29 -0.01 -0.47 0.08 0.69 -4 -163 28 239
ps

pm

-0.06 -0.06 -0.00 -0.73 0.01 0.66 2 1142 -9 -1035

Notes: yi: value added share of sector i. ℓi: sectoral share in total labor input. κi: sectoral
share in total capital input. pi

pm

: relative price of sector i relative to manufacturing. ∆: absolute

change of the respective variable between first and last period. ∆g̃
A +∆α̃

E : effect of advances in
aggregate productivity and factor endowments. ∆gi

A : effect of differential productivity growth.
∆αi

E : differential capital deepening effect. ∆D: effect of changes to distortions. Detailed defini-
tions are provided in section 2.2.

changes to distortions, while differential productivity growth has a large opposing

effect. This pattern is reversed for explaining the small observed decline in the
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relative price of services.

Overall these results show that all four theoretical mechanisms are useful for

understanding certain aspects of the process of structural transformation. The

quantitative importance and the direction of the different sources of structural

transformation differ substantially across countries at different levels of economic

development. The income effect is a very important contributor to structural

transformation in both countries, but more so in India. In contrast, differential

productivity growth contributes significantly to structural changes in the United

States, but with the exception of manufacturing has an effect opposing the ob-

served structural changes in India. The impact of changes to distortions and

differential capital deepening tend to be smaller in absolute magnitude. But all

sources except for the income effect help to understand relative price changes

during the structural transformation.

One question that comes to mind is of course whether these patterns for In-

dia are also representative for the experience of the United States at an earlier

stage of the structural transformation where agriculture was still more important.

Though long-run time series data is available for the United States this data only

covers agriculture versus non-agriculture and not the three sectors analysed here.

Nevertheless Alvarez-Cuadrado and Poschke (2011) and Dennis and Iscan (2009)

provide evidence that during earlier periods in U.S. history productivity in agri-

culture grew more slowly than in non-agriculture and the price of agricultural

to non-agricultural goods increased. This would be consistent with differential

productivity growth also being a force opposing the observed structural change

during such a period.

5 Conclusions

The paper has investigated the quantitative role of the four main theoretical ex-

planations for structural transformation and how they contribute to this process

in the United States during 1947-2010 and India during 1980-2011. In the United

States the income effect from advances in aggregate productivity and factor en-

dowments is the most important force driving structural transformation. But

differential productivity growth also contributes substantively and to a somewhat

smaller extend changes to distortions contribute as well. The differential capital

deepening effect is relatively unimportant. In India the by far dominant force be-

hind structural change is the income effect of improved aggregate productivity and

factor endowments. Differential productivity growth is a quantitatively large force
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opposing or slowing down the observed structural transformation except for the

rise in the manufacturing sector. Changes to distortions and the differential capital

deepening effect are relatively weak opposing forces. Thus the analysis provides

evidence for substantial heterogeneity in the sources of structural transformation

across countries at different levels of development.

The paper provides a first attempt to quantify the four main theories and

sources of structural transformation in multiple countries at different levels of de-

velopment. However there is great potential to expand and improve this analysis

in future research. For instance it would be desirable to analyse more countries,

though data availability is unfortunately a severe obstacle for such attempts espe-

cially for developing countries. There is also scope for modifying several features

of the theoretical framework such as allowing for sectoral differences in the sub-

stitutability of capital and labor (Alvarez-Cuadrado, Long, and Poschke 2017) or

to use alternative preference specifications (Boppart 2014; Comin, Lashkari, and

Mestieri 2017). A more detailed modelling and empirical investigation of the dif-

ferent components of demand (consumption, investment, government spending,

net exports) and their sectoral composition and dynamics would also be useful.

Allowing for an open economy one could in principle also analyse how supply-side

changes to productivity, factor endowments and distortions in foreign countries

affect the sectoral structure in the domestic economy as suggested by Matsuyama

(2009). However the framework and results of this paper are a useful starting

point and benchmark to explore such features in future research.
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